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Abstract. This paper presents a comparative
overview of the disciplines of modal testing
used In structural engineering and system
tdentification used In control theory. A |ist
of representative references from both areas is
glven, and the basic methods are described
briefly. Recent progress on the Interaction of
modal testing and control disclplines 1s dis-
cussed. It Is concluded that combined efforts
of researchers in both disclplines are required
for unification of modal testing and system
identification methods for control of flexible
structures.

Modal testing In the field of structures means
+he process of measuring signals produced by a
structure and Identifyling modal parameters
(damping, frequencies, mode shapes and modal
particlpation factors). System Identiflication
In the fleld of controls means the process of
measuring slgnals produced by a system and
tullding a model to represent the system for
control design. Technlques to Identlfy a mode!
from measured data typlcally contaln two steps.
First, a famlly of candidate models [s chosen
and then the particular member in this famlly
Is determined which satisfactorily describes
the observed data based on some error crite-
rion. If the ldentlified model [s a |linear
mode! in state space representation, the elgen-
solutlon of the mode! provides elgenvalues and
elgenvectors that, in turn, determine modal
parameters for structures. Correlation between
the flelds of modal testing and system Identi-
flicatlion for controls Is evident.

The area of modal testing Is a wel |-developed
disclpl ine with strong experimental foundations
[1-76]. The area of system Identification for
controls is wel |-developed with sol 1d theoreti-
cal and methodologlcal foundations [77-170].
While the development of each Indlvidual area
continues, there Is a need to provide a compre-
hensive yet coherent unification of the areas.
Active control of flexible structures will
requlre the combined efforts of researchers In
both disciplines. Among these challenges Is
control of large space antennas and platforms.

The areas of modal testing and system ldentifi-
catlon encompass a multitude of approaches,
perspectives and techniques whose Interrel a~
+lonsh Ips and relative merlt are difflcult to
sort out. As a result, It is difficult for a
nonspeclal 1st to extract the fundamental con-
cepts. It may take conslderable effort to gain
anough Intuition about a particular technique
-0 be able to use It effectively In practice.

“he objective of thls paper Is to present an
osverview of the paral lel historical development
»f modal testing used In structural englneering
and system Identlflcation used In control
rheory. A list of principal references Is
provided for studying the similarifles and
1l fferences among the many approaches In both
areas.,

MODAL TESTING

This section contains a synopsis of the fleld
of modal testing. The following three Items
are provided: (1) a conclse, yet complete,
shronology of key developments that have oc-
surred over the 40-year history of modal test-
ing, (2) a brlef summary of currently used
approaches, and (3) a chronologlcal reference
11st of key publlcations.

The subject of modal testing has evolved con-
tinwusly since the 1940's, and an extensive
|{terature has been generated (for example,
note the bibllographles on pp 1659-1734 In

Analysls Conference, February 1986). It Is
peyond the scope of this paper to discuss all
this activity. Interested readers are referred
to these references, or to several other more—
complete overviews which_ have been written
recently [51,53,64,74,75], for addltional
tnformation.

Chronology of Key Developments. The chronol ogy
s divided into three separate eras: pre-1970,
1970-1979 and 1980-present. The start of the
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second and third eras accompanied signfflcant
Improvements In computer technology. The
second era began with the widespread Introduc-
tion of minlcomputers (e.g., PDP-11) and the
third with the availabll !ty of much larger and
faster computers for laboratory data analysls
(e.g., VAX or mainframes).

In the first era of modal testing, from ap-
proximately 1940 +through 1969, analog tech-
niques were used al most excluslvely.
Laboratory computers were nof yet avallable,
and mainframe computers were used only rarely
for data analysls. Much of the earllest work
occurred In the alrcraft industry, where test-
Ing was conducted to check the accuracy of
calculated normal modes used In flutter and
dynamic loads predictions. The two most sig-
nificant contributions from this period were
the works of Kennedy and Pancu [1], who Intro-
duced "clrcle fitting' for decomposing fre-
quency response functions (FRF's) into the
constituent modes, and Lewl!s and Wrisley [2],
who described a systematic approach for tuning
Individual modes using multiple shakers and
apportioned sinusoldal excitation. These two
technlques, with numerous variations, were used
In the majority of modal tests conducted prlor
to 1970. Testing was very time consuming,
however, and required considerable practice and
skill for success. All |aboratory equipment
was analog, and most data analysls was per-
formed by hand.

The second era occurred during the 1970's,
sparked by the Introduction of |aboratory
minicomputer systems [15,19] and the fast
Fourler transform algorithm to compute fre-
quency response functions [18,30].  Compared
with the classlical method of slowly sweeping a
slnusoldal signal to generate FRF's, these
systems offered tremendous speed advantages.
They were widely adopted by the modal testing
communlty, with the exception of those organi-
zations that had already made |arge Investments
In multiple-shaker sinusoldal testing equip-
ment. The minlcomputer in these Iaboratory
systems was used not only to compute FRF's, but
al so for curve fitting the FRF data to estimate
modal parameters. Many of the analysis tech-
niques used during this period, however, were
simply diglital versions of techniques devel oped
ear) ler (e.g., clrcle flitting or phase separa-
tion techniques). This sfituation began to
change during the second hal f of the 1970's in
conjunction with the avallability of more
powerful processors [31]. Also, the use of
mainframe computers for data analysis was
beginning to occur [34,35]. There was consid-
erable hesitancy to use malnframes, however,
because of the expense and because most analy-
sis techniques In use at the time required
considerable interaction with the user.

Tha third era of modal testing began around
1930, agaln In conjunction with improved com-
puters and data acquisition equipment. One of
ths most signiflcant changes occurred In the
usa of multiple-input random excltation [42],
rather than the single-input random approach
previously used most often. Mul tiple-input
excltation provides several advantages: (1) it
is consistent with multiple-reference (multi-
o-input) modal Identification algorithms
49,55,60,61,67] which allow closely spaced
mcdes to be better Identifled, (2) It minimizes
troublesome shifts In frequency and mode shapes
which can occur when exclters are moved to
different polnts on a structure, and (3) it Is
signlficantly faster whenever several different
lccations and directions of excltatlon are
needed to exclte all the modes of Interest,
which is usual ly the case. In conjunction with
muitiple-input methods, Improved methods of
excitation [54,56], signal processing [65],
frequency response calculation [59], and quick
deta analysls [66,69] have also been Intro-
duced. Renewed attention Is belng given to
ARMA-type analysis techniques [72] which were
studled years earller [11,13,35] and general ly
thought to be too computational ly extensive for
the volume of data obtalned In modal tests
(¢ften >20 modes and >100 measurements). Faster
arnd more powerful computers now make these
approaches more practical. Faster computers
also permit nonlinearities to be better de-
tected and ldentifled, using new signal proc-
essing techniques [57].  Nonlinearitles are
also belng better quantifled using modern
stepped-sine excitation techniques, 1n conjunc-
+ion with new modal ldentificatlion algorithms
wkich can use unequal ly spaced frequency data
[70]. Renewed Interest Is also occurring In
tte classical forced normal mode approach to
mcdal testing., However, today the excltation
tuning process !s belng computerized more than
ever [763.

Current Methodology. As discussed above, modal
testing methodology has changed considerably
over the years -- and [t contlnues to change.
Trere are now many dlfferent ways to conduct
testing and data analysls. Essential ly all
techniques work wel| with simple structures,
yot slgnlficant differences occur when used on
cmplex, bullt-up structures. It Is still
otten difflcult to deduce the exact source of
+hese dlfferences, however, becauss the "frue"
answers are unknown wlth experimental data.
Batter methods for comparing various identlifi-
catlon techniques with complex data are needed
[71], as are methods for conducting more real-
1stic and thorough simulations of complex
s*ructural behavior to generate data for these
s*udles. To a large degree, the techniques
used most often today are those which have
dsmonstrated repeatedly thelr tolerance of the
oomplexities of real data.



Figure 1 provides an estimate of the general
types of excltation and analysls now being used
In the modal testing community fn the United
States (the percentage of multi-Input tuned
sine dwel| testing Is much higher In Europe).
Multiple~input random excitation Is now very
popul ar. It Is estimated that 458 of all
laboratory modal tests are being conducted this
way. StI[l very popular 1s the simpler, iradi-
tional single-input random approach (308). The
percentage of people using multi=Input tuned
sine dwell (forced normal mode) testing has
been fal ling since around 1975 and Is estimated
to be about 10%. 0f these, approximately
one-hal f are now using computers to generate
optimum tuning patterns. A smal| percentage of
tests (5%) are also conducted using natural
amblient exclitation forces (e.g., wind on bulld-
Ings, waves on of fshore oll platforms), usually
because artificlal excitation is impractical.
tn many cases, the identiflication results from
these tests are much more ambiguous than those
from control led-excitation tests.
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In the vast majority of testing (80%), fre-
quency response functions are computed prior to
using a modal Identiflcatlon algorithm. There
are many reasons why FRF's are stil| generated
so often, al though there are now many identifl-
cation algorithms available which can analyze
free- or forced-response time historles di-
rectly. A signiflcant factor 1Is tradition:
exper lenced modal testing personne! can deduce
conslderable Information simply by observing
frequency response functions. If time histo-
ries are processed directly by the modal iden
tification al gor [thm, many traditional
evaluation criteria are unavallable. The Inter-
medl ate step of calculating FRF's will probably
be skipped more often In the future as more
experlience and confldence 1s galned with the
newer, dlirect analysls approaches.

for modal identification, multi~degree-of-
freedom (MDOF) time-domaln algorithms are belng
vsed the majority of the time (40%), fol lowed
by MDOF frequency-domain (308), and faster
«1ngl e-degr ee~of - freedom (SDOF)  algorithms
1208). In most cases, the data used by the
MDOF time-domain algorithms are Impulse re-
sponse functions obtained by Inverse Fourler
+ransformation of FRF's. Only in a few [so-
tated Instances are free-response data belng
used directly. MDOF time~domaln algorithms
«t111 appear to be unsurpassed In thelr abil ity
+o analyze wideband data with many modes, while
~helr frequency-domaln counterparts have been
observed by some people to be more accurate
over narrow frequency bands, or when damping Is
el atively high (e.g., greater than 5%).

SYSTEM IDENTIFICATION USED IN CONTROL THEORY

stnoe the m1d-1960's the fleld of system Idem
t1flcation has been an Important disclpline
within the automatic control area. One reason
‘s the requirement that mathematical models
within a specifled accuracy must be used to
apply modern control methods. Another reason
is the avallabll ity of diglital computers that
zan perform complex computations. It Is not
the alm of this paper to present a detalled
analysls of achlevements In thls continuously
jrowing fleld or to give the state—of-the-art.
See references [77-110] for more detalls.

‘requency and time domain methods give compl e=
nentary vlews of many Important problems In
I Inear system theory and control theory. Some-
times, the two methods have been seen as ri-

vals, particularly on lIssues of [mplementa-
tlon and appl Ication to real systems. Histori-
zally, frequency domaln methods dom Inated

theory and practice of system Identlfication In
sontrol engineering prior to the 1960's.

Frequency Domain Approach. Frequency domaln
ident] flcation In control engineering galned
relevance wlith stablllty and design methods
based on frequency response measurements.
Frequency response estimation began with the
technlque known as transfer functlion analysls.
The slinusoldal transfer functlion analyzer Is
recognized as a robust and practlically usef ul
non-parametr ic 1dent!fication method. This Is
due to the Intrinsic rellabliity with which the
sinusoidal transfer function analyzer Is able
to reject low-frequency drift and harmonic
distortion due to nonl inearity. However, the
sinusoldal transfer function analyzer requires
long test times to sequentially Identify each
rel evant point on a frequency response curve. A
more wldely used class of techniques has been
developed around digital spectral analysis and
numerical Fourler transforms. The Impact of
the Fast Fourler Transform (FFT) developed by
Cooley and Tukey [113] upon digital and analog



spectral analysis was enormous. The FFT actu-
ally encompasses a whole famlly of algorithms,
many of which are included In the Institute of
Electrical and Electronics Engineers (IEEE)
col lected reprint written by Rabiner and Rader
[117]. Modern digital spectral analysls, real
time or off-line, Is normal ly achleved by the
direct method which takes the FFT of data
blocks and then averages the resulting spectral
estimates.

The direct estimation scheme can also be ap-
plled to determine estimates of frequency
response functions by using a closed loop
system design. The normal open loop system
design may glve blased results with physically
unreal izable frequency response estimates. A
closed loop system design may Improve this
situation, leading to gain and phase estimates
which are well behaved, provided that careful
attention Is pald to windowing and al lasing. A
more preclse dliscussion of the accuracy of
closed loop estimates Is given In Daval | [119],
and Wel |stead [122].

The maximum entropy method (MEM) of spectral
analysls was orliglinated by Burg [114] for
analyzing geophysical data, and further devel-
oped by Ables [118] and Ulrych and Blshop
[120]. The basic philosophy of the method Is
to construct spectral estimates that are con-
sistent with all relevant data and are maxi-
mal ly non-committal with regard to unavallable
data. The maximum entropy method general ly
glves superlor spectral resolution to tradi-
tlonal methods at the expense of Increased
variabli!ity, and possibly erroneous splitting
Ef spectral |lnes observed by Fougere, etc.
121].

Frequency domain ldentification, which, In the
past, emphasized nom-parametr ic I1dent!fication,
{.e., frequency response estimation, has lost
popularity In recent years. This |s due to the
fact that current control synthesls and design
tools require parametric system models such as
a state space representation, stochastic dlf-
ference equation or generalized regression
model . If a spectral analysis or transfer
function analysis experiment |Is conducted,
least squares can be used to flit a parametric
frequency response model by assembling a set of
N-measured frequency response points and solv-
ing the unknown coefficlients of the transfer
function mode! [112,115,123]. However, these
titting methods may produce poor models which
may not represent the underlying system well
enough for control ler design, partlicularly for
complex structural dynamics problems. To a
limited degree, these shortcomings are belng
investigated by current work on combined lden-
tification and control. Indeed, the pole-zero
assignment technique developed by Wel |stead, ot
al. [124] seems to offer qualltles of robust-

NesSS. The technique developed by Juang and
Suzukl [168], which uses estimated frequency
spectra to ldentify a state space model In
m>dal space vla system real Ization theory, also

scems to offer a good model for control design.

Time Domaln Approach. The time domain approach
has dominated the control engineering |ltera—
ture on system ident!flcatlion over the past 20
ysars. In this section, a general description
o* commonly used |lnear system ldentification
mathods will be given., Time domaln approaches
are categorized according to the choice of
model and the cholce of Identiflcation crite-
rion for evaluating the estimation quallty.
Baslc methods are glven [n the references.

Tve orligin of the |east squares method can be
t+-aced to Gauss [125] who formulated the baslc
concept and used It practically for astronomi-
cal computation. Since then, 1t has been
widely appl led to many problems. The recursive
algor Ithm to calculate the least squares esti-
mate has apparently been found Independently by
saveral authors. The origlinal reference seems
+> be Plackett [128]. An early and thorough
t-eatment of the least squares method appl led
to dynamlc_system ldentification Is given by
Astrom [94]. The statistical background for
stochastic approximation was developed by
Fobbins and Monro [129]. Stochastic approxima-
+1on methods have al so been derived by SakrIson
[138]. Computatlonal algorithms are based on
stochastic gradient methods for | lnear regres-
cion models. In LJung [161] the stochastic
epproximation approach Is used to derive recur-
c«lve ldentiflcation algorithms for problems
cther than | inear regression models.

The Kal man-Bucy fllter [132] is a state estima-
tor. It Is Mayne [134] who draws attentlon to
extending the Kalman-Bucy fllter for parameter
e¢stimation of a state space model. The basic
1dea of the instrumental variable method (e.g.,
Kendal and Stuart [133] and Young [143]) is the
ceneration of an extra signal, l.e., the In-
ctrumental varlable, which Is correlated with
the useful slgnals of the process but which Is
uncorrelated with nolse. This eliminates the
t1as error assoclated with least squares esti-
ratlon. Recursive Instrumental variable meth-
ods have been used extensively by Young [153].

The characteristics of noise corrupting the
cutput of the system may not be well known. In
+he general lzed least squares method, the
jarameter estimates may Include estimates of
nolse parameters. Inspired by Clarke's algo-
rithm [139] for general lzed least squares
analysls, a recursive method was suggested by
Hasting-James and Sage [142]. The principle of
oxtended least squares Is that the calculation
of the error between the true output and the
nstimated output Is based on past estimates of



system and nolse parameters. The extended
least squares algorithm was independently
derived by Panuska [140] and Young EM'I] and
widely used and rediscovered by Talmon and van
den Boom [149]. In many practical problems of
parameter estimation the problems arlses of
solving an overdetermined 1l(-conditioned set
of algebralc equations. To clrcumvent thls
problem, the error covariance matrix can be
propagated in a square root form so that the
positive semi-definite nature of the error
covarliance Is maintalned to minimize the com—
plexity of the statistical properties of the

error estimates. A survey of square-root
flltering techniques was given by Kaminskl, et
al. [146].

The baslc 1dea of maximum—1|Ikel [hood estimation
s to construct a functlon of the data and
unknown parameters called the |lkel Thood func-
tion. The |ikel lhood function 1s essentially
the probabl| ity density of observatlions. The
estimate of parameters |s then obtalined as the
parameter set which maximizes this function.
The method of maximum | lkel Thood was developed
by Fisher [126,127] although the baslc ldea
dates back to Gauss [125]. In the Bayeslan
approach, the parameters themselves are ftreated
as a random varlable. Based on observations of
other random varlables that are correlated with
the parameter, Information about 1ts value can
be Inferred. Therefore, the parameter estimate
s expressed In terms of the probabllity dis-
tribution conditioned by past history.

Ho [135] showed that the Instrumental varlable
method, generallzed least squares and extended
least squares are closely related to stochastic
approximation and Kalman-Bucy flltering. Actu-
al ly, square-root fliltering belongs to the same
family, as well, but the computational concept
differs essentlally. For |lnear systems and
Gaussian noise, the maximum-|lkel lhood approach
ylelds the same conditlons for the parameter
calculation as the least-squares approach.
Although the preceding techniques have been
widely used In the fleld of controls, formal
direct appl Ication to modal parameter Identifi-
cation for flexible structures has been mini-
mal. Two techniques which has been extended
and appl fed for modal ldentlfication of struc-
tures -~ minimum reallzation and lattice fil-
tering -- are dlscussed In the followling
section.

Techniques Related to Modal Testing. In the
fletd of controls, the process of constructing
a state space representation using exper Imental
data Is called system realization. A minimum
real Ization s a model with the smal lest state
space dimension among models real Ized that have
the same Input~output relations within a specl-
fied degree of accuracy. Minimum realization
theory was orliginally developed by Ho and

KeIman [137], using Markov parameters (pulse
response functions), Questions regarding
minimum reallzation from various ftypes of
11 put-output data and generation of a minlmum
ertlal realization were studled by Tether
E‘\44], SIlverman [145], and Rossen and Lapidus
[147]. Rossen and Lapldus [148] successfully
aj-pl fed Ho-Kalman and Tether methods to chemli-
ci:l englneering systems.

A common weakness of the preced!ng schemes Is
+.at the effects of noise were not evaluated.
Arong fol low-up developments along similar
| 'nes, Kung [156] presented another algorithm
11 conjunction with the singular value decompo-
s tlon technlique to treat the presence of the
n:ise. Under the interaction of structure and
osntrol disclplines, the Elgensystem Real Iza-
+ on Algorithm (ERA) [61] was developed by
Juang and Pappa for modal parameter ldentli flca-
t+ on and model reduction for dynamlc systems
f-om test data. Based on a simlilar approach, a
trequency-domain ERA and a recursive ERA also
were developed [168,170]. Thorough treatment
o the effacts of noise on the ERA-identified
m>dal parameters was presented by Juang and
Pappa [167]. Correlation of several modal
tzsting methods was derived by Juang [169] via
svstem real ization theory.

Ladder or lattice filtering flirst appeared In
the reviewed |iterature by Morf, et al. [155]
as a recursive method for solving the IlInear
{sast squares problem. The term "ladder" or
"tattice" originated from the shape of the data
flow dlagram of the technique. Interpreted In
tarms of the corresponding state space reallza-
t+ion, the ladder Implementation uses a state
vactor that has a dlagonal covarlance matrix.
Recursive ldentification using the ladder
rapresentation has been extensively studled by
Lee and Morf [159] and Friedlander [88].
Recently, the algorithms have been appl led to
ldenti fication of flexible structures by Sund-
latrars.jan and Montgomery [162,164] and Wiberg
165 ].

CONCLUDING REMARKS

The fleld of modal testing has expanded con-
tinuously over Its 40-year hlstory. This
growth is largely assoclated with corresponding
improvements In computer capabilities. These
increases In computer capabll ity have permitted
more accurate and complete testing and date
znalysls to occur. Algorithms and approaches
thought too extensive In the past are now
feasible. Several new uses for modal test data
t ave also evolved. In particular, experimental
rodal data are now being used frequently to
¢irectly solve the problem at hand, rather than
cnly for refining a finlte-element model, the
iraditional use In the aerospace community.
“hese dlrect uses of test data include predict-



ing the effects of physical changes to the
structure using an experimental modal model and
developing hybrid analytical/experimental
modeis of overall system dynamics.

For actlive control of space structures, the
experimental modal data can also be used dl-
rectly for control law design, once the f Inal
conf iguration of the system Is tested using the
control sensors and actuators. This task will
require complete and accurate Identification of
the system while In orblt and [s motivating
further technology Improvements to ensure
Success. Complex, bullt-up structures, In
particular, still pose a signiflcant chal lenge
Yo the best ground-based methodo!ogy now avall=
able. Success with large space structures wil|
demand the combined efforts of the control and
structural dynamics disclip! Ines. The solld
theoretical and methodolog!ical foundations from
the control field should be combined with the
extensive exper imental knowl|edge from the modal
testing field. Additional work 1s needed to
better understand and correlate current tech-
niques from both flelds. A princlpal goal Is
to find a common basls to explaln and to select
from the myriad of possible techniques.
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